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Abstract

The article argues to replace null hypothesis significance testing by confidence intervals.
Correctly interpreted, confidence intervals avoid the problems associated with null hy-
pothesis statistical testing. Confidence intervals are formally valid, do not depend on a-
priori hypotheses and do not result in trivial knowledge. The first part presents critique of
null hypothesis significance testing; the second part replies to critique against confidence
intervals and tries to demonstrate their superiority to null hypothesis significance testing.

Introduction

Significance testing has become a standard tool in psychological methodology. Al-
though commonly used, it has been the focus of an increased deal of criticism and the
subject of discussions (see Baril & Cannon, 1995; Cohen, 1994; Cohen, 1995; Cortina, 1997;
Frick 1995; Frick, 1996; Gigerenzer, 1993; Gigerenzer, et al., 1989; Hagen 1997; Harlow,
Mulaik, & Steiger, 1997; Hubbard, 1995; Kleiter, 1969; McCraw, 1995; Parker, 1995;
Schmidt, 1996; Sedlmeier, 1996; Svyantek & Ekeberg, 1995). In order to avoid the problems
posed by significance tests, various methods like graphic data analyses (Cohen, 1994; Tu-
key, 1977), meta-analyses (Schmidt, 1996), replications of studies, and confidence intervals
(Cohen, 1994; Sedlmeier, 1996) have been proposed as alternatives to significance testing.
Whereas negative criticism of the three former methods is seldom found in the literature,
the use of confidence intervals as a substitute for significance tests has prompted both
negative (e.g., Frick, 1996; Hagen, 1997) and positive criticism (e.g., Schmidt, & Hunter,
1997; Steiger & Fouladi, 1997). Critics claim that confidence intervals are subject to the
same logical misinterpretation as significance tests. That is, confidence intervals are not
able to solve the problems created by significance tests. On the other hand, supporters
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claim that confidence intervals do not require a priori hypotheses and therefore avoid
testing of trivial null hypotheses.

This paper attempts to test the validity of the various pros and cons of confidence inter-
vals. The question as to whether confidence intervals represent a suitable alternative to
significance tests is crucial, because an improper use of confidence intervals in scientific
research would cause more harm than good. On the other hand, if confidence intervals are
abandoned without reason or if significance tests are abolished, the range of methods
available to scientists will be restricted without due cause.

In the first section I will briefly present the most important critical arguments regarding
classical significance testing (for an extensive review see e.g., Harlow et al., 1997). In the
second part I will suggest confidence intervals as an alternative to significance tests. I will
discuss (i) possible interpretations, (ii) criticism and misunderstandings of and (iii) argu-
ments against confidence intervals. Furthermore I will examine (iv) the question as to
whether confidence intervals should replace significance tests, and finally I would like to
draw attention to (v) possible misinterpretation of effect sizes, as the centres of confidence
intervals.

Criticism of Significance Tests

According to critics, significance tests (1) furnish irrelevant information and are based
on (2) trivial null hypotheses. Both arguments will now be discussed in detail.

(1) Significance Tests Furnish Irrelevant Information

One of the basic principles of correct logical reasoning is the modus tollens. According
to the modus tollens, the statement "If A then B" leads to the inference "If non-B then non-
A". The inference "If B then A", however, is false. Consider the following example:

A person who lives in Lichtenstein also lives in Europe (if A then B).

From this it is correct to conclude:

A person who doesn't live in Europe doesn't live in Lichtenstein (if non-B then non-A).

On the other hand, the reasoning

A person who lives in Europe also lives in Lichtenstein (if B then A)

is logically false. Cohen (1994) showed that the modus tollens becomes invalid when a
proven if-then sequence is replaced by a probable one. For example:

If one throws a dice, a number greater than 1 will probably appear (if A then probably B).

The  conclusion
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If the number 1 appears, one probably will not have thrown the dice (if non-B then proba-
bly non-A)

is logically false. It is precisely this pattern that has mistakenly become the most popu-
lar interpretation for significance tests (Cohen, 1994), as the following example illustrates:

If H0 is true, this difference between sample means (significance) is unlikely.

This difference has occurred.

Therefore H0 is probably false.

Recall, the alpha error represents – correctly interpreted – the probability to obtain a
specific or more extreme event (for instance, an observed or more extreme difference be-
tween two sample means), given that H0 is true; that is, p  (event / H0)2. Significance tests
provide no information about the probability of H0. Strictly speaking, significance tests do
not test hypotheses. In summary, significance tests provide information on the probability
of finding a specific or more extreme event when the null hypothesis is true. Significance
tests say nothing about the probability of a null hypothesis being true. However, accord-
ing to the next point of criticism, the impossibility to know the probability of the null hy-
pothesis being true, given the event – p(H0 / event) – does not bear much weight, because
the null hypothesis only reveals trivial information.

(2) Significance Tests Are Based on Trivial Null Hypotheses

According to this argument, null hypotheses are irrelevant because differences between
two means nearly always exist. A study conducted by Bakan (1966) clearly illustrates this
point. Bakan categorised 60,000 persons according to random criteria, for example,
whether they lived to the east or the west of the Mississippi River and found significant
differences for all the questions included in his questionnaire. Tukey (1991) summarised
this criticism: "It is foolish to ask 'Are the effects of A and B different?' They are always
different - for some decimal place" (p. 100). With the same lack of ambiguity, Nunnally
(1960, cited in Gigerenzer et al., 1989, p. 210) stated: "If the null hypothesis is not rejected,
it usually is because the N [sample size] is too small. If enough data is gathered, the hy-
pothesis will generally be rejected. If rejection of the null hypothesis were the real inten-
tion in psychological experiments, there usually would be no need to gather data." In sum,
this criticism goes even one step further. Consequently, it does not matter whether signifi-
cance tests are interpreted correctly or incorrectly, as the H0 is of little scientific interest.
Abandoning significance tests would therefore result in no loss.

To counter the criticism that significance tests are based on trivial null hypotheses, other
ways of significance testing have been suggested. Most prominently, the testing of an al-
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ternative hypothesis H1 alongside a conventional null hypothesis H0. However, this
broadened concept of significance testing is also fraught with problems.

Recall, the conventional and most popular two-tailed significance test is only based on a
single null hypothesis H0, and the alternative hypothesis H1 subsumes the rest of all the
other possible hypotheses. If an additional, precisely specified, alternative hypothesis H1 is
included, one may calculate the power of a test (1-β) as well as the sample size required.
From this broadened concept, however, two major problems arise: First, in actual psycho-
logical research it is rarely possible to state and justify a specific alternative hypothesis H1.
For example, it may be hard to justify a-priori why the alternative hypothesis for a correla-
tion coefficient ρ equals .6 and not ρ = .5. But even when estimates of ρ can be derived
from previous studies, a certain amount of discretion is needed.

Secondly and more importantly, the broadened concept of significance testing again re-
veals no information concerning the validity of the hypotheses H0 and H1. Consequently,
this broadened conceptualisation is again prone to the same misinterpretation as the clas-
sical significance test, which is based on a single null hypothesis (see violation of modus
tollens). In summary, testing a specific alternative hypothesis H1 in addition to the conven-
tional null hypothesis H0 is fraught with two problems: First, specifying a single alterna-
tive hypothesis H1 may be hard in practice and second, this broadened concept of testing
two instead of one hypotheses reveals no information about the validity of both hypothe-
ses. The next section attempts to offer one possible solution to these problems.

Confidence Intervals as an Alternative

The Interpretation of Confidence Intervals

Cohen (1994) proposed confidence intervals as an alternative to the above problems.
But what do confidence intervals actually mean with regard to – for example – the differ-
ence between two population means? If a study is replicated an indefinite number of times
and if a 95% confidence interval is computed for the difference of sample means each time,
the true difference of the population means will fall within these intervals in 95% of all
replications (Bleymüller, Gehlert, Gülicher, 1988; Cohen, 1995). Consequently, the true dif-
ference of population means will fall outside these intervals in 5% of all replications. Thus
confidence intervals are random variables and the width and location of these confidence
intervals vary from replication to replication.

Proceeding with this example at hand, the calculation of a confidence interval for the
difference between two population means (µ1 – µ2) is straightforward and simple. Suppose
a researcher draws two independent samples of sufficient size (n1, n2 > 30) and calculates
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the sample means 1x , 2x  and standard deviations s1 and s2. The 95% interval for the true

difference of the population means therefore is:

I = [( 1x  – 2x ) – 1.96*σdiff, ( 1x  – 2x ) + 1.96*σdiff ], or

P[( 1x – 2x ) – 1.96*σdiff ≤ (µ1 – µ2) ≤ ( 1x  – 2x ) + 1.96*σdiff] = .95

with σdiff = (σ12/n1 + σ22/n2)1/2;

 σ1 and σ2 are estimated on the basis of the standard deviations s1 and s2. The value

of 1 - α is called the confidence coefficient and α the confidence level.3

However, researchers are generally not so much interested in the proportion of confi-
dence intervals which comprise the true population parameter. Instead they are usually
interested in the probability of finding the true population parameter within the calculated
confidence interval. In other words, a researcher is interested in the probability that the
true population parameter is part of a single, specific confidence interval, which has been
calculated from sample data.

At this point our researcher is unfortunately let down, because there are two schools of
thought concerning the assignment of a probabilities to a single  event. Whereas the "classic
theory of probability" (frequentists) only assigns the probabilities 0 and 1 to a single event
(Kendall & Stuart, 1979; Mulaik, Raju & Harshman, 1997), the "subjective theory of prob-
ability" (DeFinetti, 1971; Wright & Ayton, 1994) permits the assignment of all possible
probabilities between 0 and 1 (see Reichardt & Gollob, 1997). The classic theory of prob-
ability defines the term probability on the basis of repeatable events. Probability then is
the (asymptotic) relative frequency of an event, repeated infinitely under identical condi-
tions varying only by chance (Reichardt & Gollob, 1997). Accordingly, there are only two
designated values which make sense. Either a single confidence interval contains the true
population parameter (µ1 – µ2) or not. Thus, the probability that a specific confidence in-
terval contains the true population parameter (µ1 – µ2) is either only 0 or 1.

                                                
3 In contrast to confidence intervals which are usually computed around sample data, confidence intervals
can also be computed around population parameters (see Menges, 1969; Witte, 1980), i. e.:
I = [(µ1 – µ2) – 1.96*σdiff, (µ1 – µ2) + 1.96*σdiff], with
P[(µ1 – µ2) – 1.96*σdiff ≤ ( 1x – 2x ) ≤ (µ1 – µ2) + 1.96*σdiff] = .95
for the difference between two means. If a difference between two sample means (x1 – x2) falls outside the
above interval, then the data deviate significantly from the hypothesis (µ1 – µ2 as the true population pa-
rameter). This strategy is identical to that used for significance testing. Confidence intervals around popula-
tion parameters are fixed (when σ1 and σ2 are known for calculating σdiff), whereas confidence intervals
around sample data are random variables. However, because computerisation allows the exact calculation of
p -values nowadays, confidence intervals around population parameters have lost influence.
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In contrast, the interpretation of the subjective theory of probability is more liberal4. If
the true population parameter falls within the calculated confidence interval in 95% of all
samples, then the probability p , that the true population parameter falls within the 95%
confidence interval of the specific sample taken, is also .95; the true population parameter
falls outside the confidence interval with p  = .05. Therefore, the probability for a single
event may have any value between 0 and 1.

This is not the right time and place to discuss the different viewpoints between frequen-
tists and subjectivists (for a discussion see Stegmüller, 1973). One should only be aware
that an interpretation like: "The true population parameter falls within this (one) confi-
dence interval with probability p  = .95" only represents one school of thought (subjective
theory of probability). Another possible interpretation (classic theory of probability) also
exists.

The calculation of confidence interval as stated above is valid for the most common
case, when there is no precise information regarding the prior distribution of the popula-
tion parameter (Reichardt & Gollob, 1997) while at the same time, a uniform distribution
can be ruled out (no usable  prior distribution). If previous knowledge of the distribution
for a population parameter exists (nonuniform  prior distribution), Bayes theorem can be
applied (see Edwards, Lindmann, Savage, 1963; Kleiter, 1980; Winkler, 1972); this is both
true for conclusions which are based on a confidence interval and on a significance test.

Finally, confidence intervals offer more information than significance tests. A confi-
dence interval reveals, how precisely a population parameter can be estimated (accuracy
of estimation). Wider intervals permit less accurate estimations than smaller intervals. Sig-
nificance tests, on the other hand, do not permit this estimation. One can only tell that the
probability, that this or a more extreme event has occurred, given H0, equals alpha. There-
fore, based on the subjective theory of probability, confidence intervals provide more in-
formation than significance tests. After discussing possible interpretations of confidence
intervals, we will now turn to criticism of and misunderstandings caused by confidence
intervals.

Criticism and Misunderstandings

As mentioned above, confidence intervals have also received criticism. Accordingly, it
is not logical to reject significance tests and, at the same time, recommend confidence in-
tervals as an alternative:

"... a confidence interval can function to indicate which values could not be rejected by a
two-tailed test with alpha at .05. In this function, the confidence interval could replace the

                                                
4 Both the classic and the subjective theories of probability acknowledge Bayes' theorem. Therefore, I will not
equate the subjective theory of probability with Bayes statistics (see also Reichardt & Gollob, 1997).
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report of null hypothesis for just one value, instead of communicating the outcome of the
tests of all values as null hypotheses ... Cohen (1994) was illogical when he criticized the
logic of null hypothesis testing and then advocated using the confidence interval because
it reported the results of all statistical tests" (Frick, 1996, p. 383).

A similar statement was made by Hagen (1997, p. 22): "We cannot escape the logic of
NHST [null hypothesis statistical testing] by turning to point estimates and confidence
intervals".

This criticism appears to be false and unfounded. The reason why it appears false is that
confidence intervals can be interpreted as significance tests, however, they do not have to
be, as Schmidt and Hunter (1997) indicated: "The assumption underlying this objection is
that because confidence intervals can be interpreted as significance tests, they must be so
interpreted. But this is a false assumption" (p. 50). Confidence intervals, however, com-
prise specific information concealed by significance tests.

Confidence intervals clearly show how exact the estimate of a population parameter
will turn out to be, with small confidence intervals permitting more exact estimates than
larger ones. Effect sizes provide valuable information on the magnitude of the effect of
interest. It is precisely this information, such as the exactness of parameter estimates and
the size of the effect of interest, that is concealed by p -values.

Confidence intervals are easier to understand than significance tests and therefore have
a definite instructional advantage over significance tests. Anyone who has taught statistics
is familiar with the fact that students come to understand confidence intervals much
quicker than significance tests. If a confidence interval includes the value 0, it is not possi-
ble to predict with any great degree of certainty the direction of the effect: The effect can
be positive, negative and, at least theoretically, null. If the value 0 falls outside the 95%
confidence interval, then one knows the sign of the most likely (95% confidence) popula-
tion parameters. Every student clearly understands this at once. The logic of significance
tests is all the more twisted: Assuming H0, the probability of finding this or a more ex-
treme event is equal to p . And now? Even though confidence intervals can be interpreted
as significance tests, there is little reason to do so (Schmidt & Hunter, 1997). In summary,
the above mentioned argument that confidence intervals must be interpreted as signifi-
cance tests is erroneous and misses the point.

In contrast to significance tests, confidence intervals reveal the precision of parameter
estimates and it is of no particular interest whether an effect is zero or not. As previously
mentioned, confidence intervals comprise more information than significance tests. It is
precisely this argument, that significance tests might be more economical in many situa-
tions because they contain less information, that is mentioned by many authors as an ad-
vantage for significance tests (see Schmidt & Hunter, 1997). Often exact information from a
point estimate including the confidence interval is not needed and a quick probing of sig-



40 MPR-Online 1999, Vol. 4, No. 2

nificant results would suffice, at least for the initial orientation. Who isn't familiar with the
probing of significant values in order to quickly and comfortably find one's way about in a
large correlation matrix?

Schmidt and Hunter (1997) disagree with this strategy and support the use of effect
sizes (eta, Cohen's d , r) instead of p -values for quick orientation. It is true that there is a
prefect relationship between p -values and effect sizes when the sample size is constant.
Most of the time, however, sample sizes differ within a study and, to an even greater ex-
tent, between studies. In such cases p -values provide more trivial information than effect
sizes and misinterpretation is often the result: For instance, a significant correlation coeffi-
cient r = .1 (N = 1,000) may not be significantly "confirmed" in another study r = .4 (n = 30)
thus producing conflicting results.

Concentrating on effect sizes avoids this kind of fallacy. Both studies found a positive
relationship and thus support (or don't support) hypothesis X. The second study (r = .4)
does not contradict but support the first. This information is adequate for an initial survey
and confidence intervals then provide additional information, taking the different sample
sizes into consideration. In summary, effect sizes are more suitable for quick orientation
than p -values (Schmidt & Hunter, 1997). Considering the great number of advantages that
confidence intervals have over significance tests, the question as to why confidence inter-
vals are still considered inferior in the representation of statistical events arises. The next
section attempts to answer this question.

Arguments Against Confidence Intervals

Several assumptions can be made to explain why confidence intervals are still relatively
seldomly used today (see Reichardt & Gollob, 1997; Steiger & Fouladi, 1997): Inadequate
availability of confidence intervals in software packages, the need to carry out significance
tests in order to get published in scientific journals, the often small effect sizes which are
concealed by emphasising a "significant result" and the fact that confidence intervals are
often very broad and hence allow inexact estimates – are just a few of the most important
reasons. The heuristic that a large number of people will probably not be mistaken (social
proof) may be another reason for the widespread use of significance tests. Heuristics, like
those of social proof often deliver good, prompt predictions, yet they sometimes lead
astray (Tversky & Kahneman, 1974).

Should Confidence Intervals Replace Significance Tests?

Following a debate about the usefulness of confidence intervals (see above), in the
meantime some consensus has been reached. In the recently edited volume entitled "What
if there were no significance tests?" (Harlow et al., 1997), all authors - even supporters of
significance tests – recommended the use of confidence intervals (Harlow, 1997). The im-
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portant question that arises no longer asks whether confidence intervals should be re-
ported or not, but whether there is enough room for both confidence intervals and signifi-
cance tests, or whether confidence intervals should replace significance tests. The latter is
the more extreme standpoint, because it implies the abolishment of significance tests alto-
gether. The former standpoint implies looking for conditions under which it is better to
use confidence intervals instead of significance tests. Hunter and Schmidt (1997), support-
ers of the latter view which favours the replacement of significance tests by confidence
intervals, generally doubt the contributions significance testing has made to the develop-
ment of cumulative scientific knowledge. Abelson (1997), in response, lists two situations,
where significance testing contributed to psychology as a science: First, decisive experi-
ments between two rival theories, and second, testing the congruence of a model with em-
pirical data ("Goodness-of-Fit" testing). However, both of these problems – as I will pro-
ceed to demonstrate - can be better managed without significance tests.

Let us examine the situation with significance tests as a decisive aid between two rival
theories first. For example, theory A predicts a positive and theory B a negative correlation
for an experiment. In this case, a statistically significant correlation in any direction that
supports one of the two theories would suffice: a statistically significant positive correla-
tion would support theory A, a statistically significant negative correlation, theory B. Gen-
erally speaking, the magnitude of the effect is of little interest because one is only con-
cerned with deciding between two theories.

The critical arguments I initially mentioned, like the fact that significance tests provide
no information about the probability of the null hypothesis or the triviality of the null hy-
pothesis, still apply to significance tests. The confidence interval, however, allows to make
a decision between the two rival theories without these shortcomings: A decision in favour
of theory A (r > 0) or of theory B (r < 0) is possible as long as the confidence interval rules
out the value zero. Therefore, there is no reason to use significance tests instead of confi-
dence intervals to decide between two theories. The direction of the corresponding effect
size (r, d , etc.) and its confidence interval may be able to support a decision in favour of
one of the theories.

The second possible advantage of significance testing deals with the congruency of a
theoretically postulated model with empirical data. Structural equation modelling (see for
instance Jöreskog & Sörbom, 1989) may serve as a good example. One first specifies a
model and then tests whether the data significantly deviate from the theoretically postu-
lated model. By doing so, it is possible to compare different models with each other, and
usually the model with the highest p -value is chosen. For this purpose the researcher is
interested in the null hypothesis and not in the alternative hypothesis. In principle, this
type of model testing is based on the same kind of logic as a simple t-test. If the null hy-
pothesis for a t-test states that two sample means come from the same population, then
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within structural equation modelling the null hypothesis equals the specified model.
However, the same problems still exist. Large samples lead to maximum power for each
test and indicate small deviations from the theoretically postulated model; on the other
hand, small samples lead to weak power for each test and are therefore unable to differen-
tiate between different models.

Steiger and Fouladi (1997) present an excellent summary on alternative methods (e.g.
Goodness-of-Fit-Index (GFI) or Root-Mean-Square-Error-of-Approximation (RMSEA) for
structural equation models), which are not based on significance tests and hence avoid the
problems of significance testing. So, alternative, better indices, which are not based on the
calculation of p -values, are able to replace significance tests for the purpose of model test-
ing. In summary, both possible advantages of significance testing listed by Abelson (1997)
can be replaced by better methods.

Possible Misinterpretation of Effect Sizes

In the preceding discussion I have mentioned some advantages of effect sizes and of
confidence intervals compared to significance tests. Despite these advantages, effect sizes
may also be misinterpreted, which seems particularly important for experimental designs.
Effect sizes rely heavily on the manipulation of independent variables, but there is no di-
rect measure of the strength of manipulation for the independent variables (Ronis, 1981).
For example, an experimenter presents subjects with hypothetical scenarios (vignettes)
that are embedded in a 2x2 ANOVA design. Imagine in the vignette two persons who
communicate with each other and the experimenter manipulates the emotional relation-
ship between these two persons. Therefore, the first factor "emotional relationship" has
two conditions, namely "positive" and "negative" emotional relationship. It then will make
a great difference whether a positive emotional relationship is operationalised as "best
friends on earth" or as "friends who like each other". Depending on the degree of the ma-
nipulation, the effect sizes for the first factor "emotional relationship" turn out differently.
Given a strong manipulation ("best friends on earth"), the main effect for the second factor
and the interaction effect will probably be weak, because the first factor may explain most
of the variance of the dependent variable. On the other hand, a weak manipulation
("friends who like each other") might increase the importance of the second main as well
as the interaction effect. The same reasoning holds true for the negative relationship condi-
tion. Thus effect sizes must always be interpreted relative to the size of the manipulation
of the independent variables. This is less a problem for independent variables like gender,
age or personality variables, which exist in natural variation. In summary, effect sizes and
confidence intervals represent an improvement over significance tests; however, they
must also be carefully interpreted, as effect sizes depend on the magnitude of the experi-
mental manipulation. It follows that psychological experiments can often only show psy-
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chological principles or mechanisms and statements like "effect X exists, but is small in
value" bear little weight. These problems also apply to meta-analyses.

Conclusion

Confidence intervals avoid the problems of classic significance tests. They do not requi-
re a-priori hypotheses, nor do they test trivial hypotheses. Confidence intervals comprise
the information of a significance test and are considerably easier to understand, which re-
sults in their didactic superiority.

When interpreted with regard to the subjective theory of probability, confidence inter-
vals provide information about the probability of the sign of an effect. If null falls outside
the 95% confidence interval, one knows the sign of the most likely (95% confidence) po-
pulation parameters. If null falls within the 95% confidence interval, nothing can be said
about the sign of an effect with any great degree of certainty. The effect can be positive,
negative and, at least theoretically, null. The latter is extremely unlikely. It can also be as-
sumed that the effect might be very small (close to zero).

The question as to whether significance tests should replace confidence intervals or not
can be answered with a guarded "yes". Confidence intervals contain the information of a
significance test, therefore there is no loss of information and no risk involved when con-
fidence intervals replace significance tests. Taken together, confidence intervals in addition
to replications, graphic illustrations and meta-analyses seem to represent a methodically
superior alternative to significance tests. Hence, in the long run, confidence intervals ap-
pear to promise a more fruitful avenue for scientific research.
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